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Modeling goal oriented conversations where each 

participants have private information
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How to have all three in one model?



Data Collection



Sequential Language Game: InfoJigsaw
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InfoJigsaw

● 10 InfoJigsaw scenarios (either 2*3 or 3*2)

● 200 pairs played 10 scenarios in random error
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Literal Semantics

Purpose: A mapping from each word to its literal semantics, 



Literal Semantics

Circle

● Are any circles goal-consistent? 

● All the circles are goal-consistent. 

● Some circles but no other objects are goal consistent. 

● Most of the circles are goal-consistent. 

● At least one circle is goal-consistent.



Private states



Literal Semantics: informative message

Informative messages describe constraints 
on the speaker’s private state.
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Inference

Purpose:  computing a distribution over the partner’s private state
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Planning

Purpose:  computing a policy, which specifies a distribution over a player actions

Planning
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Planning

(a) Infer other player private 
state from utterances so far.



Planning

(a) Infer other player private 
state from utterances so far.

(b) Assuming other player 
private state compute utility 
of saying some utterances.



Planning

Inferring other player’s private state



Planning

Inferring other player’s private state Utility of the game given states and 
actions



Expected Utility

If the game is over

● A penalty for not reaching the goal 

● A reward for reached the goal 

● Penalty for each action



Probability of choosing next action

Expected Utility



Utility of the games given all actionsProbability of choosing next action

Expected Utility
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Pragmatics

Purpose: Taking into account the partner’s strategizing.



Inference: Recap
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Pragmatics

Probability of choosing the last 
action in that state



Pragmatics

Probability of choosing the last 
action in that state

Probability of being on that stat 
given the rest of actions
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All three together
Planning

Pragmatics

Inference
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Pragmatics: example

shared contextshared world
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PIP infers rich meaning

A matrix with 1 in any goal-consistent element



PIP infers rich meaning

A matrix with 1 in any goal-consistent element

The probability of this entry having the goal letter
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valid actions
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Random Randomly chooses one of the semantically 
valid actions

Greedy Assigns higher probability to the actions 
that convey more information

PIP Computing probability of actions using PIP 

Experiments: setup
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Expected ranking of human messages



Experiments: setup

PIP
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Conclusion

We collect a dataset containing 1.7K games and 5k 
messagesDataset

1) Having all three (PIP) in one single unified model

2) Supports multiple round of communications
Model

1) PIP is able to capture human behavior in InfoJigsaw

2) A very simple, context-independent literal semantics 
can give rise via PIP to  rich phenomena.

Results



Inference

Model theoretic semantics 
(Montague, 1973, Matuszek 
et al., 2012)

Planning

Markov Decision Process 
and their extension (e.g., 
Vogel et al. (2013))

Pragmatics

Cooperative principles of 
Grice (1975) can be realized 
(e.g., Franke (2009), Frank and 
Goodman (2012))

Vogel et al. 2013
Hawkins et al. 2015
Potts et al. 2012


